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Abstract. This paper provides an overview of the state-of-the-art studies of oscillatory processes in solar and stellar flares, based on modern observational data from ground-based and space-borne instruments with high temporal, spatial, and spectral resolution in different bands of the electromagnetic spectrum. We examine the mechanisms that generate flare emission and its quasi-periodic modulation. We discuss similarities and differences between solar and stellar flares, and address associated problems of superflares on the Sun and space weather. Quasi-periodic pulsations (QPPs) of flare emission are shown to be an effective tool for diagnosing both the flare processes themselves and the parameters of flaring plasmas and accelerated particles. We consider types of QPPs, their statistical properties, and methods of analysis, taking into account the non-stationarity of the QPPs’ parameters. We review the proposed mechanisms of QPPs and summarize open questions.
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1. INTRODUCTION

Study of the Sun can answer many questions relating to solar-terrestrial and stellar physics. Physical processes occurring on the Sun are of interest for understanding and predicting the interaction of solar plasma with Earth’s atmosphere and magnetic field, which is essential for understanding Earth’s climate and space weather. Furthermore, the Sun can be considered as the natural plasma laboratory. Plasma is an ionized gas, and its behavior is largely determined by the electromagnetic interaction between free electrons and ions. More than 99.9% of the visible Universe is made of plasma, so its study is of great interest for modern physics. For example, the study of plasma is important for solving the problems of clean and nearly inexhaustible energy of the future because the plasma is a working body in controlled thermonuclear reactors.

Along with such relatively steady processes as thermal emission, in particular in the visible band, coming from the solar surface, and plasma outflow in the form of the solar wind filling most of the solar system, sporadic impulsive energy releases such as flares and coronal mass ejections (CMEs) occur on the Sun. The characteristic duration of these processes is from several seconds to several hours. The released energy reaches $10^{33}$ erg, i.e. it is equivalent to the energy of simultaneous explosion of two billion atomic bombs detonated over Hiroshima, which makes flares and CME the most powerful physical processes in the solar system. In this case, the energy release is caused not by nuclear reactions but by conversion of the magnetic field energy into other forms of energy — thermal and kinetic (including acceleration of charged particles and generation of plasma flows). Accelerated particles are associated with the occurrence of emission of different wavelengths — from long-wavelength to hard X-rays and γ-rays.

Late-type stars such as red dwarfs are also known for their flare activity. At the same time, the identity of the physical mechanisms responsible for the impulsive energy releases on flaring stars and on the Sun has not been conclusively established. High-precision observations of solar-type stars show the presence of flare activity in them too. Moreover, in some cases, the stars exhibited superflares with energies up to $10^{38}$ erg, which far exceed the energy of the most powerful solar flares. Detection of superflares on stars raises questions about the possibility and probability of the occurrence of a superflare on the Sun and its consequences for our civilization.

Despite the obvious importance and intensive research, there is still no complete understanding of the physical processes that lead to the impulsive energy releases. Difficulties in the research are due not only to the multiscale and nonlinear nature of flares, but also to the lack of high-precision and multi-wavelength observations. In addition, difficulties arise in the diagnostics of plasma and magnetic field parameters in flare regions as well as in the development and implementation of specific methods, which enable us to choose the models that best describe the observations.

In recent years, a significant progress has been achieved in understanding the importance of oscillatory quasi-periodic phenomena in solar flares. The fact that the quasi-periodic phenomena, commonly referred to as quasi-periodic pulsations (QPPs), are observed in most flare events suggests the need for taking them into account when constructing a solar flare model. In this paper, we offer a detailed overview of the current state of the experimental study of QPPs in solar and stellar flares and their theoretical modeling.
2. WHAT ARE SOLAR AND STELLAR FLARES?

2.1. Observations and phenomenology of solar flares

Solar flare emission is observed throughout the electromagnetic spectrum—from low-frequency radio waves to high-energy γ-rays. We begin with defining different wavelength bands, which are discussed in the review (in order of descending wavelength). We also note that boundaries of these bands are rather approximate, and in the border regions the separation into the bands depends on the mechanism of emission (see Subsection 2.3 for more detail). The solar flare radio emission is recorded with ground-based telescopes from decimetric to millimeter (mm) and submillimeter (sub-mm) wavelengths. The radio frequency band from tens of centimeters to several millimeters is often considered separately, and the emission with such wavelengths is called microwave. Recently (in terms of solar flare observing facilities), an interest has also arisen in the so-called terahertz (THz) and sub-terahertz (sub-THz) radio bands. In terms of wavelength, these ranges are also referred to as submillimeter and millimeter, λ=0.1–8 mm. In longer wavelengths, they adjoin the microwave band; and in their short-wavelength, the infrared (IR) band (λ=0.74–200 μm). The optical continuum ranges from the Balmer discontinuity (λ=3646 Å) to the near IR band (λ=7400 Å). In the ultraviolet (UV) emission band (λ=100–3000 Å) there is an extreme ultraviolet (EUV) subband with the wavelength λ=100–1210 Å. The X-ray emission is commonly determined using energy values in electronvolts (eV). Planck’s law for black body emission allows us to convert these values to wavelengths: \( \lambda=\frac{12400}{E_{\text{X}}}, \) where \( \lambda \) is the wavelength in Å, \( E_{\text{X}} \) is the photon energy in eV. The soft X-ray (SXR) emission with energies from 10 eV to 10–15 keV corresponds to \( \lambda=0.84–124 \) Å. Wavelengths of the hard X-ray (HXR) emission with energies 15–250 keV are within \( \lambda=0.05–0.84 \) Å. The highest-energy (and shortest-wavelength) γ-ray band with energies above 100 keV overlaps with the HXR emission band (\( \lambda < 0.1 \) Å).

Solar flares occur in the solar atmosphere, mainly in active regions, but sometimes also between them. The active regions are located above the regions of enhanced magnetic flux, generally multipolar, on the solar surface. At the level of the visible solar surface, these regions often contain a sunspot, pore or their ensemble (Figure 1).

Data on the magnetic field can now be obtained using, in particular, observations from the Helioseismic and Magnetic Imager (HMI) on board the Solar Dynamics Observatory (SDO) [Scherrer et al., 2012]. In the sunspot, the magnetic field is as strong as several thousand gauss. In the pore, it is weaker—one-two thousand gauss. The magnetic field extending into the upper part of the solar atmosphere—the corona—fills the entire available volume and results in plasma structuring, forming loop structures directed along magnetic field lines. Their typical diameters are tens to hundreds of thousands of kilometers; and small radii (cross-section radii) are around several thousands of kilometers.

Both in EUV and SXR bands, coronal loops are observed as bright arcades (see two right panels in Figure 1; to illustrate the arcades we have used EUV data from the Atmospheric Imaging Assembly (AIA) on board SDO and SXR data from the Hinode satellite [Golub et al., 2007]). The magnetic field in the coronal part of active regions is from several units to several hundreds of gauss. The behavior of the plasma over active regions is largely determined by the magnetic pressure. In particular, the parameter \( \beta \), which is the ratio of gas pressure to magnetic pressure, is an important parameter of plasma systems. Over active regions, the parameter \( \beta \) is usually not greater than 0.2 [Shibasaki, 2001; Wang et al., 2007].

A standard solar flare begins with a sudden increase in brightness of individual loops in the EUV band in an active region. In radio and HXR bands at this time, there is a sharp, up to several orders of magnitude, increase in the radiant flux—the so-called flare impulsive phase. Sources of the HXR emission are generally localized in the chromosphere, two sources located on opposite sides of the neutral line on the solar surface (see the schematic sketch of a solar flare in Figure 2) in regions with opposite magnetic polarity. The relative area of the HXR-emission sources is the tenth or the hundredth of one percent of the total area of the solar surface. A similar morphology is usually also observed in the range of Hα, which is associated with the emission of the ionized hydrogen in the chromosphere.

In rare cases, in the vicinity of the HXR-emission sources there are white-light and γ-ray brightenings. The sources of the HXR emission and white light sometimes
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coincide with the emission sources in the mid-IR band [Penn et al., 2016]. In some cases, there is a third source of HXR emission near the top of a flare loop. In energetic flares, conjugate sources of HXR emission are often observed which travel along the neutral line with typical velocities of several tens of kilometers per second [Bogachev et al., 2005; Reva et al., 2015]. In this case, the ensemble of the chromospheric HXR and Hα emission sources forms a structure with two locally parallel ribbons extending on either side of the neutral line at a distance of several tens of thousands of kilometers from each other. Such flares are called two-ribbon flares. An arcade of coronal loops connects the chromospheric ribbons (the characteristic height is also several tens of thousands of kilometers). Sources of microwave radio emission are observed in a flare loop, whereas bursts of longer-wavelength radio emission are recorded at a higher level, above the active region. Dynamic spectra of the flare-induced radio emission contain various fine structures called radio bursts. The flare impulsive phase usually lasts from several tens of seconds to several minutes [Benz, 2017].

A longer, up to several hours, the flare phase is that of enhanced brightness of the flare region in EUV and SXR. The maximum brightness in these bands is generally observed at the end of the impulsive phase. Curiously, during the phase of rising emission the time derivative of the increasing brightness of SXR emission resembles the signal recorded in the radio and HXR ranges (for more detail see Subsection 2.3). This phenomenon is called the Neupert effect [Neupert, 1968]. Sources of EUV and SXR emission often have the form of loop or cusp (Figure 1). After reaching the maximum, the EUV and SXR emission from the flare region decreases slowly and smoothly. This period lasting from several tens of minutes to several hours is called the decay phase.

The described picture is averaged, and the specific manifestations of a particular flare in different observational wave bands may differ significantly from this scenario. In particular, there are sometimes cold flares with a negligible increase in the SXR emission [Fleishman et al., 2011; Masuda et al., 2013; Lysenko et al., 2018], as well as radio-quiet flares followed by weak radio emission [Benz et al., 2007]. Another deviation from this generalized scenario is the above mentioned quasi-periodic variations in flare emission fluxes recorded at all phases in all observational wave bands.

There are several systems for classification of solar flares. The currently widely used system is based on the SXR emission intensity in the 1–8 Å band. Flares with an intensity higher than $10^{-4}$ W/m² correspond to class X; from $10^{-5}$ to $10^{-4}$ W/m², to class M; from $10^{-6}$ to $10^{-5}$ W/m², to class C; and from $10^{-7}$ to $10^{-6}$ W/m², to class B. B-class flares are often referred to as microflares. Other classifications rely on the relative area and brightness of Hα ribbons and on the peak value of radio emission at a frequency of 5 GHz. More information on solar flares is given in [Benz, 2017].

2.2. Standard model of a solar flare

The standard model of a solar flare (also known as the Carmichael, Sturrock, Hirayama, Kopp-Pneuman model, CSHKP-model) based on the observational properties described above is schematically shown in Figure 2 (see also Figure 22 and the corresponding web link in

![Figure 2. Standard model of a solar flare](image-url)
[Hudson, 2016], which represents the Flare Cartoon Archive of all similar schematic illustrations of a solar flare, published in the literature from 1948 to 2012. In this Section, we briefly describe the CSHKP-model, addressing the main physical mechanisms and processes.

At the initial (pre-flare) stage, the energy of the magnetic field, which is the main source of energy release in flares, is accumulated in active regions of the corona as a nonpotential field. Such magnetic configuration is unstable with respect to an arbitrarily small perturbation of plasma parameters, whereby fast magnetic reconnection is initiated, for example, in the current sheet formed after the destabilized emerging plasmoid (eruptive rope), which leads to a rapid release of free magnetic energy. The reconnecting current sheet is generally oriented perpendicularly to the solar surface, in much the same way as the tail of Earth’s magnetosphere. The released magnetic energy is subsequently converted into the internal (thermal) plasma energy, the kinetic energy of collective plasma flows such as Alfvén jets or plasmoids, and into acceleration of nonthermal population of charged particles up to peak energies from ~15–20 keV to tens of MeV. Although the particle acceleration during the magnetic reconnection is still not fully understood, it is associated with the sharp increase in the nonthermal emission of active regions: HXR, gamma, and radio emission, as well as emission caused by electron beams, and, possibly, emission in the optical continuum (a more detailed comparison between thermal and nonthermal emissions from solar flares is made in Subsection 2.3). Accelerated charged particles move along magnetic field lines, generating gyrosynchrotron emission in microwaves. Electrons with energies 10–100 keV, moving toward the solar surface, precipitate into a denser plasma of the chromosphere, which is the so-called thick target for them, where they lose all kinetic energy and generate electromagnetic HXR emission (Figure 3).

Accelerated protons and relativistic electrons with energies greater than 100 keV can probably penetrate deeper down to the lower chromosphere and photosphere, generating gamma-rays (due to nuclear processes such as neutron capture, positron annihilation), and in white light (see the discussion of the formation mechanisms of emission in the optical band in the context of solar and stellar flares respectively, for example, [Heinzel, Kleint, 2014; Heinzel, Shibata, 2018]). As the number of particles moving with relativistic speeds is usually small, solar flares in γ-rays are rarely observed. Perhaps for the same reason, white-light flares are also rare. A contrary statement has, however, been made [Kretzschmar, 2011] that white-light flares accompany most (if not all) solar flares including weak C-class flares.

As a result of bombardment by fast particles, dense plasma of the chromosphere heats up to tens of millions of Kelvin and evaporates upward, to the corona, whereby coronal magnetic loops are filled with hot plasma being in thermal equilibrium (hereinafter we call it thermal plasma). At this stage, we can see the occurrence of bright post-flare coronal loops emitting in soft X-rays (Figure 1). In turn, nonthermal electrons moving upward from the region of the initial acceleration interact with the ambient thermal plasma, thus leading to the formation of radio bursts of different types [Mészáros, et al., 2009].

This standard model describes flares in the zero-order approximation since it ignores, in particular, the 3D structure of the regions of the most powerful energy releases (see the discussion of properties of two-ribbon flares in Subsection 2.1). An attempt to summarize the standard model of a solar flare in terms of 3D effects has been made, for example, in [Aulanier, et al., 2012].

2.3. Thermal and nonthermal emission: generation mechanisms, observations, diagnostics

The nature of the emission of a flaring plasma is mainly determined by the distribution over charged particles generating it over speeds and energies. To describe the particle distribution, different functions are used such as the Maxwell — Boltzmann distribution, power-law function, κ and η distributions.

The electrons with the Maxwellian speed distribution, i.e. being in a thermal equilibrium, are associated with the so-called thermal emission. The thermal emission is mainly generated due to the free-free (thermal bremsstrahlung) mechanism. More specifically, the kinetic energy lost by thermal free electrons during Coulomb collisions with free plasma electrons and ions transforms into plasma heating and emission energy. For the thermal free-free emission in SXR to be significant (detectable), electrons must have a sufficiently high energy — above 0.1 keV (which corresponds to a temperature of 1.2 MK).

The free-free mechanism is also one of the main mechanisms in generating the HXR emission. However, since the energy of most electrons generating emission in this spectral band is determined by processes of ac-
acceleration, and their distribution by speeds (e.g., the power-law distribution) differs from the Maxwell—Boltzmann distribution, the shape of the HXR-emission spectrum differs from that of the SXR-emission spectrum. Such electrons are called nonthermal, and their emission is nonthermal. In most cases, the emission in the range above 25–30 keV has a nonthermal nature.

Thus, the SXR emission with energies below 10 keV is most often associated with thermal processes; the HXR emission with energies above 30 keV, with nonthermal processes. In the transition interval 10–30 keV, thermal and nonthermal particles make a comparable contribution to the emission. In order to reliably separate thermal and nonthermal components, X-ray spectra should be fitted using at least two functions of electron distribution by speeds — Maxwell — Boltzmann and power-law [Hudson et al., 1978; Holman et al., 2003].

Note that such a distinction between thermal and nonthermal X-ray components is not strict and universal. On the one hand, in some cases the electrons with speed distribution different from the Maxwellian one (e.g., κ and η distribution [Battaglia et al., 2015; Dudik et al., 2011]) may contribute to the X-ray region up to 20 keV. On the other hand, very hot thermal plasma can affect the emission with energies 25–30 keV and higher [Caspi et al., 2010; Kashapova et al., 2013].

The most common method of diagnosing thermal processes in plasma of solar flares is currently based on the analysis of the light curves of SXR emission obtained by GOES (Geostationary Operational Environmental Satellite) in 1–8 Å (1.5–12 keV) and 0.5–4 Å (3–25 keV). To study the nonthermal emission, data is widely used from Russian and foreign satellites such as Konus-Wind [Aptekar et al., 1995], Solar Neutron and Gamma rays (SONG) on board Complex ORbital Observations in Near-Earth space of the Activity of the Sun (CORONAS-F) [Kuznetsov et al., 2002]. For a long time, Reuven Ramaty High-Energy Solar Spectroscopic Imager (RHESSI) was employed to study space-time and spectral characteristics of X-rays [Lin et al., 2002].

The emission in the standard EUV bands, used for solar observations, results from direct heating or cooling of hot plasma. In most cases, this emission is of thermal origin. A more reliable indicator of thermal or nonthermal origin of the emission in this spectral band is still, however, X-rays (see above). The optical (4500 Å), UV (1600 Å, 1700 Å), and EUV (304 Å) emissions, observed by SDO/AIA, are formed at levels of the temperature minimum and chromosphere and also need analyzing preliminarily by observing in X-rays. A number of studies have fitted X-ray and EUV-emission spectra derived from RHESSI and SDO/AIA data, thus covering a wider range of energies — from 0.1 keV to several tens of keV [Battaglia et al., 2015].

One of the mechanisms for generating the microwave emission of solar flares is gyrosynchrotron (GS) mechanism (see also Figure 5 and the description of observation features of GS and other mechanisms of emission in the microwave band in [http://solar.nro.nao.ac.jp/norh/doc/manuale.pdf]). The shape of the microwave GS spectrum allows us to identify regions of optically thin and optically thick emissions from the spectral peak frequency. The source of emission at frequencies above the spectral peak frequency is optically thin. The negative spectrum slope in this region obeys the power law and is determined by the energy distribution of accelerated electron. The emission at frequencies below the spectral peak frequency is also related to accelerated electrons. The source of the emission at these frequencies is, however, optically thick, and therefore the emission comes only from the external source region. The positive GS-spectrum slope in a low-frequency region is defined by self-absorption, which causes the spectrum intensity to decrease with decreasing frequency.

Information on the spectrum, temporal and spatial structure of microwave emission can currently be gained with such instruments as the Siberian Radioheliograph-48 (SRH-48, solar images at five frequencies in the 4–8 GHz band) [Lesovoi et al., 2017] developed from the Siberian Solar Radio Telescope (SSRT), and the Siberian Radio Spectroproliferimeter (SRS, 4–8 GHz and 2–24 GHz) located in the ISTP SB RAS Radiophysical Observatory (the urochishche of Badary) [Zdanov, Zandanov, 2015], the radioheliograph (NoRH, images at 17 GHz and 34 GHz) and radio polarimeters (NoRP, 1–80 GHz) of the Nobeyama Observatory [Nakajima et al., 1980, 1985], the Academy of Sciences Radio Telescope (RATAN-600, 0.610–35 GHz, the statnitsa of Zelenchukskaya) [Khaidin et al., 1972], telescopes of the Radio Solar Telescope Network (RSTN).

Note that in the microwave band the gyrosynchrtron and synchrotron emission intensity in solar flares depends on the magnetic field strength, coronal plasma density (when observed at low frequencies), and on the spectrum index, pitch angle, and density of nonthermal electrons [Dulk, Marsh, 1982]. The Neupert effect described in Subsection 2.1 relates the light curves of flare signals in SXR and HXR (and microwaves), and hence profiles of thermal and nonthermal emissions, and is, in fact, an indicator of the direct connection between electron acceleration leading to the HXR and microwave emissions and plasma heating emitting in SXR.

At the end of this section, we call attention to the boundary wave bands of IR, submillimeter, and millimeter emission, in which studies have been carried out mainly to refine models of temperature distribution in the chromosphere [see, e.g., Loukitcheva et al., 2004]. The first observations of solar flares at submillimeter wavelengths were made in 1984 [Kaufmann et al., 1986]. Since 2000, regular observations have been made with the Solar Submillimeter Telescope (SST) in the sub-mm and mm bands. The first data on solar flares in the IR continuum was obtained later, in 2003 [Xu et al., 2004]. In the past two decades, the popularity and significance of observations in these ranges increased dramatically in connection with the commissioning of a new system of telescopes — the Atacama Large Millimeter Array (ALMA) [Wedemeyer et al., 2016]. Modeling and observation of the IR-continuum emission indicate that it is thermal free-free and is caused by free-free collisions of chromospheric ions [Heinzel, Avrett, 2012; Trottet et al., 2015].
Mechanisms of the sub-mm and mm emission are not completely understood. The emission during the flare impulsive phase was interpreted through the inverse Compton scattering [Kaufmann et al., 1986], direct Cerenkov radiation of electrons accelerated in the chromosphere [Fleishman, Kontar, 2010], and the coherent plasma mechanism [Sakai et al., 2006; Zaitsev et al., 2014, 2016]. If we consider the sub-mm and mm bands as a continuation of the microwaves, the spectrum becomes N-shaped, i.e. after the typical flux decay from the spectral peak frequency toward higher frequencies the spectrum slope becomes positive again in the sub-THz region. On the one hand, such behavior of the spectrum was interpreted as the GS emission of electrons with an energy of over 300 keV [Tsap et al., 2018] or as the GS emission from a compact source with a dense plasma under conditions of which an important role in forming the spectrum is played by the Razin effect [Silva et al., 2007]. On the other hand, the positive slope of the spectrum can be explained by the thermal free-free emission of hot plasma of flare ribbons with a temperature of $10^5–10^6$ K [Kontar et al., 2018].

### 2.4. What is the difference between observations of solar and stellar flares?

Much as solar flares are the most powerful impulsive energy releases in the Solar System, flares on active stars of spectral class M (red dwarfs) and solar-type stars represent one of the highest-energy processes in their systems. Detection of such events requires extensive sky surveys or long-term observation of an individual star. The detected energy of stellar flares is comparable or often considerably higher than energies of the most powerful solar flares, whereas the spectral ranges in which the stellar flares are seen are wide enough — from radio waves (recorded, for example, by RATAN-600 and other radio telescopes) and optical region (Kepler and Transiting Exoplanet Survey Satellite (TESS), as well as the ground-based network of telescopes the Next-Generation Transit Survey) to ultraviolet (Galaxy Evolution Explorer, GALEX) and X-rays (XMM-Newton). The importance of the study of these events is due to, at least, two reasons: firstly, the impact of their high-energy emission on potential habitable zones of corresponding exoplanetary systems, namely, their role in ozone depletion and dissipation of planetary atmospheres, as well as on the formation of organic compounds (see [Armstrong et al., 2016] and references therein); secondly, the assessment of the probability of such events on the Sun and their impact on space weather and life on Earth.

When observed in white light, solar and stellar flares are usually associated with the amplification of integral flux in the optical continuum from the Balmer discontinuity to the near infrared band. The intensity of the white-light flux in stellar flares usually varies from a few percent to several tens of percent of stellar magnitude in solar-type stars [Maehara et al., 2015] and by orders of magnitude in red dwarfs [Gershberg, 2005]. The most extreme stellar flares can change the stellar magnitude by orders of magnitude for several hours. Moreover, the most powerful events occurring on a relatively faint star with usual luminosity beyond the sensitivity of an observational instrument can make it visible during the flare. In turn, on the Sun white-light flares increase its total luminosity only slightly (~0.01%). This feature of white-light solar flares along with their relatively short duration (less than a few minutes) complicates their detection. Numerous attempts have been made to detect the increasing spectral power in the optical region in solar flares. For example, several recent studies (see [Kotrê et al., 2016] on ground-based and [Heinzel, Kleint, 2014] space-borne spectrographic observations) reported short-term localized increases in the spectral flux in the optical continuum up to 500 % coinciding in time and position with flux increases in other spectral bands. Estimated variation in the full brightness of the Sun with time in these events shows an increase in the intensity of the optical flux by ~0.1–0.5 %. On the other hand, in a large portion of spectrally resolved observations of solar flares, the enhancement of spectral power was much weaker [Lin, Hudson, 1976] or was not detected at all [Svěstka, 1966]. Thus, observations of solar flares in white light give rather contradictory results. It remains unclear whether the mechanisms of the formation of solar and stellar flares coincide or not and as a result whether stellar observations can be scaled down to characteristic values of solar flares or not. For example, the maximum expected flare energy was estimated as a function of active region (starspot) size in [Aulanier, 2013, Figure 4].

A huge distance of objects from ground-based and space-borne instruments leads to the fact that stellar flares are detected as a short-term increase in the total brightness of the entire visible disk of the star in certain electromagnetic band. Spatially-resolved observations of solar flares compare favorably in this respect, allowing us not only to study integral light curves of the flares, but also to localize emission sources and to determine the geometry of the flare region (see the description of two-ribbon flares in Subsection 2.1). Note that in addition to routine observations of solar coronal structures in shortwave bands cold dim post-flare off-limb loops are also observed in white light [Saint-Hilaire et al., 2014]. Heinzel, Shibata [2018] have used one of these white-light observations to assess the contribution of the loop optical emission to the total luminosity of stellar flares. Thus, the presence of spatial information is crucial for the correct interpretation of physical mechanisms of the flare and parallel running processes (see Section 5).

### 2.5. Superflares

The most powerful solar flare ever recorded is the so-called Carrington flare [Carrington, 1859] with a total energy of $10^{33}$ erg. Among ordinary stellar flares, there are much more powerful flares — the so-called superflares with a total energy of over $10^{36}$ erg, which is by orders of magnitude higher than the energy of all solar flares observed. Typical stars producing flares are considered to be M-class red dwarfs. Nevertheless, the spacecraft Kepler has recorded more than 1500 superflares with a total energy of $10^{33–36}$ erg on G-class, i.e. solar-type, stars [Shibayama et al., 2013]. While the
number of stars that produce superflares is only ~0.1 % of all the stars studied [Maehara et al., 2012], the question arises about the probability of the occurrence of a superflare on the Sun. Shibayama et al. [2013] have found an empirical relationship between the occurrence rate \( N \) of stellar flares and their energy \( E \), which is described by the power-law function \( dN/dE \propto E^{-\alpha} \), \( \alpha \approx 2 \). Statistical studies show a similar relationship in the occurrence of solar flares. A comparison of the statistical results for solar and stellar flares allows us to estimate the mean occurrence rate of solar flares with an energy of about 10^{38}–10^{39} erg (i.e. 100–1000 times more powerful than the Carrington flare) as one event in 800–5000 years [Shibayama et al., 2013].

The question about the occurrence of a superflare on the Sun becomes more urgent if we take into account that solar and stellar flares have similar scenarios, as much has been discussed in the monograph [Gershberg, 2005]. Moreover, decaying quasi-periodic pulsations similar to pulsations in solar flares have recently been identified in many superflares [Pugh et al., 2015]. After examining 59 solar and 52 stellar flares, Cho et al. [2016] have established that the time of QPP decay in solar and stellar flares is related to the oscillation period according to the same law, namely, the characteristic decay time depends linearly on the oscillation period. This is indirect evidence for the similarity between the physical mechanisms responsible for solar flares and stellar superflares.

On the other hand, the analysis of photometric measurements of luminosity of late-type stars has shown that spots on stars can be by orders of magnitude larger than sunspots in area and magnetic field strength [Gershberg, 2005], hence stellar coronae contain much more energy that is eventually realized in flares than the solar corona. Moreover, the stars producing superflares may differ qualitatively from the Sun [Katsova et al., 2018]. The modeling of the dynamo mechanism has revealed that when the alpha-effect has a sign opposite to the solar one there should be a sharp increase in magnetic activity of stars [Kitchatinov, Olemskoy, 2016].

2.6. Effect of flares on Earth’s magnetosphere and upper atmosphere

Solar flares and coronal mass ejections have a significant impact on near-Earth space, i.e. on space weather, and thereby on health of astronauts and crews and passengers of high-altitude aircraft, on the operation of spacecraft, and energy, communication and navigation systems, in particular GPS (Global Positioning System) and GLONASS (Russian GLObal Orbiting Navigation Satellite System). For example, the aforementioned Carrington flare in 1859 generated a global geomagnetic disturbance and led to the malfunction of the telegraph, and the March 13–14, 1989 geomagnetic storm, triggered by the X4.5-class solar flare, led to the large-scale power failure in the Canadian province of Quebec (Quebec event). The flux of energetic particles generated by solar flares causes induced currents in electrical circuits, especially at high latitudes, where the magnetosphere protects Earth against the impact of cosmic rays less efficiently [Gurevich, 2016]. Most recently, in September 2017, the most powerful flares of solar cycle 24 caused the failure of high-frequency communication lines, affecting efforts to render aid to the islands off the coast of America affected by Hurricane Irma [Frissell et al., 2019].

Hayes et al. [2017] have found a relationship between electron density pulsations with a characteristic period of ~20 min in the ionospheric D layer and QPPs in the solar flare emission in X-rays and EUV. Earth’s ionosphere has been shown to be more sensitive to small-scale variations of the solar SXR emission flux than thought. The close relationship between processes in Earth’s ionosphere and small-scale changes in solar activity has thus been confirmed.

3. QUASI-PERIODIC PULSATIONS

As mentioned above, solar flares exhibit repetitive variations of emission fluxes such as those approximately resembling a harmonic function. It is, however, obvious that in solar flare observations it is impossible to find pure harmonic signals, even if they are present. The instrumental noise, the effect of Earth’s ionosphere, and the complex nature of solar phenomena lead to the fact that in practice we deal with such deviations from the harmonic signal as trends of all kinds, noises of different nature, modulation of signal amplitude and frequency both stochastic and determined by a specific physical process (or processes), signals in the form of wave trains. All these deviations make the observed oscillatory signal not purely periodic, but quasi-periodic. These emission variations are called quasi-periodic pulsations (QPPs). Moreover, some mechanisms (see Section 5) result in repetitive nonharmonic or significantly modulated signals, for example in the form of an exponentially decaying sinusoid.

3.1. Statistical properties of QPPs

QPPs are present in the emission throughout the electromagnetic spectrum, from radio waves to gamma-rays [Kane et al., 1983; Nakajima et al., 1983; Nakariakov et al., 2010a; Kupriyanova et al., 2010; Dolla et al., 2012; Su et al., 2012; Simões et al., 2015; Inglis et al., 2016]. By analyzing properties of a signal in different wave bands, namely its amplitude, frequency, and phase characteristics, we can reveal the nature of QPPs [McLaughlin et al., 2018; Van Doorsselaere et al., 2016; Nakariakov, Melnikov, 2009] (see Figure 4 and Section 5).

Statistical studies have shown that QPPs are present both in nonthermal [Kupriyanova et al., 2010] and in thermal [Simões et al., 2015] emission of more than 80 % of solar flares examined. The fact that QPPs represent a frequent or perhaps even intrinsic feature of the flare energy releases stimulates interest in observational detection of this phenomenon and in its theoretical modeling. In particular, it has been understood that QPPs should be built in the standard model of a solar flare, which will undoubtedly increase the reliability of the prediction of extreme space weather events, as well as will allow us to advance our understanding of the fundamental processes of plasma astrophysics such as...
magnetic reconnection and charged particle acceleration. Typical periods of the observed QPPs vary from fractions of a second to tens of minutes. Such periods are associated with the physical processes generating QPPs, but we should also take into account peculiarities of observational procedures. On the one hand, the time resolution of a number of astronomical instruments impedes the identification of the characteristic periods shorter than a few seconds. Instruments observing in the radio band have the highest time resolution: solar images can be captured every 0.1 s (e.g., NoRH). On the other hand, the short duration of most flares limits the longest detectable period to several minutes.

Statistical studies of the oscillation quality (Q-factor) of QPPs, i.e. the number of oscillation cycles (periods), and its relationship with the QPP period based on the events occurring in the same flaring active region [Pugh et al., 2017b] have shown that the typical duration of QPPs is only several (2–10) oscillation cycles [Nakariakov et al., 2019]. Also shown is the complete absence of the dependence of the mean QPP period on the number of QPP cycles. These statistical properties of QPPs in solar flares should be taken into account in their detection and analysis.

### 3.2. Types of QPPs

The classification of QPPs can be based on their nonstationarity, namely, on characteristic time variations in amplitude and period, and the characteristic time history of a signal. For example, among others are two typical classes of QPPs: decaying quasi-harmonic oscillations and triangular signals (i.e. oscillations whose profiles have a symmetric triangular shape) [Nakariakov et al., 2019]. In particular, it is necessary to pay special attention to nonstationary properties of QPPs because the nonstationarity provides additional seismological information (for more detail see Subsection 3.3).

QPPs occur at all phases of solar flares. In some cases, they were detected during the impulsive and decay phases [Van Doorsselaere et al., 2011; Dolla et al., 2012; Simões et al., 2015; Kupriyanova, Ratcliffe, 2016]. In other cases, QPPs were observed only during the impulsive phase [Jakimiec, Tomczak, 2012] or only during the decay phase [Kim et al., 2012]. QPPs of different types are associated with different phases of solar flares. For example, QPPs during the impulsive phase often feature a great emission intensity modulation depth, sometimes over 80 % [Kupriyanova et al., 2016]. QPPs during the decay phase often appear as decaying quasi-harmonic signals [Kupriyanova, Ratcliffe, 2016; Kim et al., 2012]. For QPPs of this class, the signal decay time is proportional to the oscillation period. This proportion is found to be true for both solar and stellar flares [Cho et al., 2016].

Multi-periodic QPPs often occur which comprise several periodic components (modes) with different periods [Inglis, Nakariakov, 2009]. Note that each individual mode may relate to QPPs of different types. On the other hand, the triangular signals may either result from the superposition of several modes (Figure 5 and [Kolotkov et al., 2015]) or indicate nonlinear processes in flaring plasma [Dubinov, Kolotkov, 2018]. Multi-periodic QPPs can serve as a good tool for plasma diagnostics [Inglis et al., 2009; Guo et al., 2016].

### 3.3. Nonstationary properties of QPPs

In most cases, the period of QPPs detected remains almost constant. Recently, however, evidence has appeared for the presence of QPPs in solar flares with nonstationary, i.e. significantly changing in time, parameters. Thus, Kupriyanova et al. [2010] have revealed the presence of drift of the period between 20 and 60 s in the microwave emission of several solar flares, with the period increasing in some events and decreasing in others. Drift of the period from 2.5 to 5 min was recorded in the microwave and HXR emissions [Reznikova, Shibasaki, 2011], as well as in the EUV emission [Hayes et al., 2016], in particular in a series of the most powerful flares of solar cycle 24 in September 2017 [Kolotkov et al., 2018; Hayes et al., 2019]. Another example is signals in the form of wave trains — amplitude-modulated and often broadband oscillations localized in space and time [Mészárosóvá et al., 2009]. The observed nonstationarity of the QPP parameters may be due firstly to the sequence (or superposition) of independent physical processes in the flare region and secondly to time variations of the physical and geometrical parameters of the flare region, e.g. magnetohydrodynamic (MHD) resonator parameters (see Section 5 for more detail).

An example of the first scenario may be the modulation of flare emission in a flare loop by several MHD modes acting in series or in parallel [Inglis, Nakariakov, 2009], or the interaction between the eruptive filament and the loop arcade. As the filament emerges, it sequentially causes individual arcade loops to reconnect, thereby, in particular, causing particles to accelerate and precipitate into the chromosphere, and producing HXR-emission sources. The observed displacement of HXR-emission sources is associated not with the physical movement of the same source along the solar surface but with the emergence of a new HXR source in a new place. The pulsations observed in this case in light curves of the HXR emission represent separate successive acts of precipitation of accelerated particles into the chromosphere [Kuznetsova et al., 2016]. Similar QPPs in the HXR emission have previously been found in [Reznikova, Shibasaki, 2011], but a trigger of the magnetic reconnection was considered to be a slow MHD mode (for more detail, see Subsections 5.1 and 5.3). Note that the characteristic features of the above-mentioned QPPs are the varying time interval between individual pulses, the triangular shape of an individual pulse, the high modulation depth, and the random amplitude modulation.

A vivid example of the latter scenario, i.e. the nonstationarity associated with a change in the MHD-resonator parameters, is decaying quasi-harmonic QPPs with a period decreasing from ~90 to 50 s [Kolotkov et al., 2015]. In terms of the observed parameters of the flare region and the value of the oscillation period, this mode was associated with a kink oscillation of the flare loop (see Subsection 5.1, where QPP mechanisms are described in detail). Later, Pascoe et al. [2017] have revealed a direct relationship between the decreasing loop length and the
decreasing period of kink oscillations. Similarly, the increasing QPP period may be attributed to the increasing length of the flare loop [Hayes et al., 2016].

4. METHODS OF DETECTING AND ANALYZING QPPs

QPPs are generally detected and analyzed using methods based on the Fourier transform, in particular, with a running window [Reznikova et al., 2005], on the wavelet analysis [Torrence, Compo, 1998], the Hilbert — Huang [Huang et al., 1998] and Wigner — Ville transforms [Kislyakov et al., 2006]. These methods assume that the signal has a harmonic form, perhaps with modulated amplitude and period (also see the Krylov — Bogolyubov method in [Nagovitsyn, 1997]). These methods work in the most meaningful way for sufficiently narrowband oscillatory signals existing during the entire flare or at least containing a sufficiently large number of oscillation cycles.

4.1. Fourier analysis of the full time series with trend

Figures 4 and 5, a show that the full time series (or light curve) of a flare consists of a slowly varying low-frequency trend (identified in this case by the empirical mode decomposition method (EMD)), quasi-periodic signal often representing a superposition of several periodic components, high-frequency (white) and correlated (colored) noise. For the last one, the spectral power is distributed according to the power law with a specific power index, which can be considered as a measure of correlation between successive data points in the noise, i.e. its color. One of the methods for detecting periodic components is the construction of the Fourier spectrum of the time series. Note that this method reliably identifies only those signals whose period is constant or hardly varies throughout the time interval of interest. If there are significant time variations of the period or in case of an extremely low Q-factor of the system, the method cannot robustly identify the oscillatory component against the background noise.

The Fourier spectrum of the total light curve of a flare is a power-law function, where the low-frequency trend and the high-frequency noise have the maximum and minimum spectral power respectively. As a special case the broken power-law spectrum with different slopes (different power-law indices) in low-frequency ranges are considered [Pugh et al., 2017b]. The noise level, or the significance level of spectral peaks, is determined from the criterion \( \chi^2 \) [Vaughan, 2005; Pugh et al., 2017a]. In this case, the noise color is determined empirically — as a slope of the Fourier spectrum. We should, however, keep in mind that the unfiltered low-frequency flare trend can also affect the spectrum slope (see the discussion in Subsection 4.2). An undeniable advantage of this method is the high accuracy of the periodicities found: the positive detection of the periodicity means its statistical significance as compared to the background noise processes and the low-frequency and high-amplitude flare trend. In other words, the spectral peaks whose power exceeds the significance level are most likely to be true, i.e. have a noise-free nature. A disadvantage of this method is that not all periodic components present in the signal can be found, having the level of statistical significance estimated in such a way. In other words, not all the peaks with the spectral power below the significance level are spurious. To solve this problem, we should analyze only the high-frequency component of the full signal, with the low-frequency flare trend removed. The high-frequency component can be identified in two ways: subtracting the previously found trend from the full signal analyzed (detrending, see Subsection 4.2) or identifying the high-frequency component using direct filtration methods (see Subsection 4.3).

4.2. Problem of trend and methods of its identification

The study of 8100 white-light flares observed on the spectral M-class star GJ 1243 has shown that ~15 % of them have light curves of the characteristic “elementary” shape — a sharp increase in signal and a gradual decay having a form of a broken exponent [Davenport et al., 2014]. Gryciuk et al. [2017] have proposed an analytical model of soft X-ray emission of an elementary solar flare. This model is based on the assumption that the energy increase is a Gaussian function of time; and the energy relaxation is an exponential function. Especially noteworthy is the result obtained in [Nakariakov et al., 2019] according to which the slope of the Fourier power spectrum of the analytical model of trend from [Gryciuk et al., 2017] may well coincide with the slope of the red noise spectrum. This circumstance complicates the determination of the true cause of the Fourier spectrum slope — the influence of the trend or the effect of colored background noise as described in Subsection 4.1.

Figure 4. Typical flare light curves: top panel — the SOL2005-05-06T03:08:40 solar flare with QPPs in microwave (34 GHz, NoRH, black curve), hard X-ray (100–300 keV, RHESSI, blue curve), and radio emission (32 MHz, RSTN, red curve) [Kupriyanova et al., 2016]; bottom panel — stellar flare on the red dwarf SDSS J144738.47 035312.1 with QPPs in the near UV band as derived from GALEX data [Doyle et al., 2018]
The identification of a flare trend is not a trivial task and requires a careful approach. An incorrectly determined trend can not only lead to the occurrence of spurious peaks in the signal frequency spectrum but also affects the evaluation of statistical significance. Because of this, a number of recent studies did not perform the detrending procedure at all [Dominique et al., 2018; Inglis et al., 2016; Pugh et al., 2017a]. At the same time, the trend has a significant effect on the shape of the power spectrum [Kolotkov et al., 2018], due to which it becomes much more difficult to detect true QPPs [Pugh et al., 2017a], and therefore the problem of eliminating the trend from light curves does remain important.

There are several ways to identify the trend. In the ideal case, we know the physical process that determines the trend and know its analytical form (for example, the exponential decay of emission during the flare relaxation phase). In this case, trend parameters are found, e.g., using the least square method. In most cases, however, the analytical form of the trend cannot be determined. Most solar flares have a complex form of the trend, especially in the nonthermal emission.

When the analytical form of the trend is unknown, we can apply different procedures smoothing a signal over a time window of a given width. Such smoothing can be implemented in IDL using SMOOTH.pro or SAVGOL.pro procedures or any other software with similar functions. The light curve smoothing in automatic mode can give rise to spurious peaks in the Fourier periodogram or artificially suppress true peaks. With the manual processing of light curves (e.g., selection of the smoothing window width) and visual control of the interim results, the number of spurious peaks decreases. Alternately, we can also use the longest-period mode (or modes), obtained with the EMD method, as the flare trend (see Subsection 4.4 and references therein).

### 4.3. Direct methods for identifying the high-frequency component

Among direct methods for identifying the high-frequency component is, in particular, the Fourier filtration [Inglis, Nakariakov, 2009]. The filtration procedure consists of several steps. First, a Fourier spectrum of the full time series is constructed. To the resulting Fourier spectrum a narrowband filter is applied in the form of, e.g., Gaussian function. This makes the spectrum significant inside the filter and suppresses the spectral power outside it. Then, the time series is restored through the inverse Fourier transform of the filtered Fourier spectrum. The result is a time series with the frequencies of interest specified by the spectral filter width. By eliminating the high-frequency noise, the method increases the power of the periodic component, but the application of the too narrowband Fourier filter will result in the occurrence of a spurious peak in the periodogram. Note that the Fourier filtering method is also affected by the trend. The fact of the matter is that the presence of the trend, in addition to the appearance of a peak in the
low-frequency part of the periodogram, also changes the slope of the entire spectrum (see Subsection 4.2). Therefore, even inside the filter selected in the high-frequency region of the Fourier spectrum, powers of spectral peaks will be distorted by the trend.

Similarly, we can adopt the wavelet filtering, applying the filter to the wavelet spectrum [Dolla et al., 2012].

4.4. Wavelet and EMD analysis of QPPs with nonstationary parameters

It is known that the implementation of the standard wavelet method in software package frequently used in solar physics [Torrence, Compo, 1998] significantly overestimates the statistical significance of QPP signal when compared with the white noise spectrum. A more realistic estimate of the QPP significance can be obtained using the red noise, which is also provided by the standard software package. Standard methods based on the Fourier transform represent the signal as a superposition of harmonic basis functions. Convolution of an anharmonic signal with a periodic basis function can lead to the occurrence of spurious peaks in the periodogram or wavelet spectrum; hence the need for a new approach to the analysis of QPPs with nonstationary parameters.

The recently introduced EMD (Empirical Mode Decomposition) method differs fundamentally from the aforesaid methods in the fact that as a priori any basis of decomposition [Huang, Wu, 2008]. The EMD method analyzes time scales of the time series, separating similar time scales into the intrinsic empirical mode. The iteration method identifies modes of different time scales, from the low-frequency trend to the high-frequency noise. This, in particular, can be used for effective detrending of the signal analyzed (see [Nakariakov et al., 2010b; Cho et al., 2016] for solar and stellar QPPs and [Hnat et al., 2016] for magnetospheric pulsations). Each of the modes represents, in fact, a nonstationary and anharmonic oscillation signal. For this reason, the EMD method is best suited for the analysis of nonstationary oscillations. While the EMD method has already been used to study nonstationary properties of QPPs [Nakariakov et al., 2016], the full application of this method requires a better understanding of its capability and disadvantages. In particular, a considerable advance in the use of the EMD method for analyzing noisy observational signals has been made in [Kolotkov et al., 2016a], where it has been shown that not all intrinsic EMD modes necessarily represent a statistically significant oscillatory process. Thus, the estimated significance of EMD modes, such as through the approximation of the spectrum shape by a power-law function and through the construction of confidence intervals, should be considered as a necessary and inherent part of the method.

Summarizing what has been discussed in Section 4, we note that there is still no commonly accepted method for automatic detection of QPPs in flare light curves. All the approaches described above require us to estimate the statistical significance of the periodicities found as compared to the background noise. Despite the significant progress in this field, the question of detecting statistically significant QPPs remains open (see, e.g., the most recent review of various modern methods for detecting QPPs in flares in [Broomhall et al., 2019]). At this stage, achieving a reliable detection of QPPs requires visual control of interim results and comparing the results obtained by different methods.

5. THEORETICAL MODELS OF QPPs

Since typical QPP periods — from fractions of a second to several tens of minutes — coincide with typical periods of MHD waves in the solar atmosphere, it is natural to suggest that there is a relationship between QPPs and MHD oscillations. For example, the characteristic transit time of a slow magnetoacoustic (SMA) wave between footpoints of the coronal loop is (depending on plasma temperature and loop length) from a few minutes to several tens of minutes. A similar time for fast magnetoacoustic (FMA) and Alfvén waves is minutes. These waves travel across the loop for a few seconds or faster.

The current understanding of the mechanisms responsible for the occurrence of QPPs in the light curves of flare emission divides them into three categories: mechanisms based on direct modulation of emitting plasma by MHD oscillations; mechanisms in which MHD waves modulate energy release efficiency (e.g., periodically induced magnetic reconnection), acceleration of charged particles and their kinematic parameters; and mechanisms based on a spontaneous quasi-periodic energy release. Some of the most well-known QPP mechanisms are shown in Figure 6.

5.1. Eigenmodes of a magnetic flux tube oscillations

The first QPP models relied on the consideration of natural MHD oscillations of a coronal loop. By modeling the loop as a straight plasma cylinder surrounded by the plasma with other properties, Zaitsev, Stepanov [1975] derived dispersion equations describing properties of MHD modes in this system. Later, a general description of natural MHD oscillations of a coronal loop was provided [e.g., Edwin, Roberts, 1983]. In the case of the plasma loop, boundary conditions on its footpoints result in the formation of standing waves with a fixed wavelength in the direction along the field (cylinder axis). As in any 3D resonator, MHD modes feature a set of three wave numbers. The longitudinal mode number is determined by the number of half-waves in the spatial structure of the disturbance along the cylinder. The radial mode number describes the number of zeros in the radial structure of the disturbance, e.g., the radial component of plasma speed. The azimuthal mode number describes the azimuthal symmetry of the disturbance. The main properties of MHD modes are determined by the azimuthal number n. The radial structure of the disturbance, i.e., in the direction perpendicular to the cylinder axis, may be oscillatory inside the cylinder (body modes) or exponentially decaying from the boundary to the axis of the cylinder (surface modes). In the external
medium, the radial structure of the disturbance can be exponentially evanescent from the cylinder axis (trapped modes) or effectively escaping from the cylinder (leaky modes). These modes are also referred to as non-radiative and radiative modes. Typical speeds of MHD modes are determined by the sound speed $C_s = \sqrt{k_B T / m}$ and the Alfvén speed $C_A = B / \sqrt{\mu \rho}$ inside and outside the cylinder, where $\gamma$ is the adiabatic index, $k_B$ is the Boltzmann constant, $T$ is the plasma temperature, $m$ is the mean particle mass equal to 0.6 of proton mass (considering the presence of a small fraction of helium ions in the corona), $B$ is the magnetic induction, $\rho$ is the plasma density, and $\mu$ is the magnetic permeability.

In a coronal loop, Alfvén speeds generally exceed sound speeds by an order of magnitude. The Alfvén speed outside the cylinder exceeds that inside it.

There are several important types of modes. A sausage (radial, peristaltic, $m = 0$) mode represents axisymmetric oscillations of cylinder boundaries, followed by variations in the plasma density and magnetic field and predominantly radial plasma flows in a plasma with a low value of the parameter $\beta$ (see Figure 6, mechanism 1). In a plasma with finite values of the parameter $\beta$, the sausage mode also induces field-aligned plasma flows. Tsap et al. [2011] have concluded that field-aligned and radial flows in this mode are phase-shifted by $\pi/2$ relative to each other. In the case of longitudinal wavelengths of the order of or shorter than the diameter of the cylinder, the period of the sausage mode is determined by the ratio of the longitudinal wavelength to the characteristic phase speed with the value between the Alfvén speeds inside and outside the loop. With decreasing longitudinal wavelength, this phase shift tends to the Alfvén speed inside the loop [Nakariakov et al., 2012]. In the long-wavelength limit, the sausage oscillation period depends on the ratio of a loop minor radius (cylinder diameter) to the Alfvén speed inside the loop [Kopylova et al., 2007]. Typical periods of sausage modes of coronal loops vary from fractions of a second to tens of seconds.

The kink mode ($|m| = 1$) features transverse oscillations of the cylinder axis and hence of the direction of the magnetic field in the loop (Figure 6, mechanism 2). The displacement of the cylinder axis may have both a linear (in particular, horizontal or vertical) and circular or elliptical polarization. In the long-wavelength regime, the plasma density remains almost unchanged. While this mode can be considered as an analogue of a vibrating string, it should not be confused with the Alfvén mode. The kink mode is a modified FMA mode because with decreasing ratio of the wavelength to the diameter of the cylinder it becomes increasingly compressive. In other words, the plasma density perturbation becomes considerable. The period of kink modes depends on the ratio of the longitudinal wavelength to the kink speed $C_K = \left(\frac{\rho_0 C_{A0}^2 + \rho_e C_{Ae}^2}{\rho_0 + \rho_e}\right)^{1/2}$, determined by plasma densities and Alfvén speeds inside (index "0") and outside (index "e") the plasma cylinder [Ryutov, Ryutova, 1976]. Typical periods of kink modes of coronal loops are several minutes.

In the plasma cylinder with a straight magnetic field, the true Alfvén wave is a torsional wave, which is characterized by periodic twisting and untwisting of the cylinder (Figure 6, mechanism 3, see [Van Doorsselaere et al., 2014]).
Since the twisted component of the magnetic field is associated with the electric current along the cylinder axis, this mode can be regarded as an alternating current flowing through the loop. The period of Alfvén waves is determined by the ratio of the longitudinal wavelength to the Alfvén speed inside the cylinder. The typical periods of Alfvén waves of coronal loops are close to the periods of the kink modes. Unlike the sausage and kink modes, the radial structure of disturbances in the Alfvén waves is determined only by initial conditions and may be any, which can lead to mixing (in a radial direction) of oscillation phases. Thus, Alfvén waves are not collective, and their properties may differ significantly on the adjacent cylindrical magnetic surfaces. The collective nature of a specific mode suggests that oscillations of adjacent layers of the cylinder are coupled (the cylinder oscillates as a whole), which is typical of magnetosonic modes and absent for the Alfvén mode.

The longitudinal or acoustic (slow) mode is characterized mainly by longitudinal plasma flows along the magnetic field axis of the cylinder (Figure 6, mechanism 4). At small values of the parameter $\beta$, this mode is well described by one-dimensional acoustic equations (in other words, equations for plane acoustic waves). At the same time, these oscillations are not plane since their longitudinal wavelength, determined by the length of the cylinder, far exceeds the transverse wavelength, defined by the diameter of the cylinder, which is important for finite values of the parameter $\beta$. In this case, the phase speed of slow modes is close to the so-called tube, or cusp, speed $C_{s} = \frac{C_{T}C_{\lambda}}{\sqrt{C_{T}^{2} + C_{\lambda}^{2}}}$. For $\beta \rightarrow 0$, the tube speed reduces to the sound speed (infinite magnetic field approximation). Perturbations of the magnetic field and cylinder diameter for this mode are also determined by the value of the parameter $\beta$, and for small $\beta$ this mode hardly disturbs the magnetic field. The period of slow modes depends on the ratio of the longitudinal wavelength to the sound, or tube, speed. The typical periods of slow modes of coronal loops range from several minutes to several tens of minutes.

The direct modulation of the flare emission by the MHD modes depends on a particular emission mechanism. For example, in the case of optically thin thermal emission driven by the plasma temperature and the line-of-sight plasma density squared, the temperature and plasma density are modulated by both SMA and FMA modes. Furthermore, the observed thickness of the loop and accordingly the amount of plasma along the line of sight are modulated by both sausage and kink modes. In this case, periods and amplitudes of QPPs are determined by periods and amplitudes of MHD modes. It is obvious that this mechanism readily explains QPPs with a low relative amplitude (modulation depth). Difficulties, however, arise in interpreting QPPs with deep emission modulation.

Moreover, in the presence of nonthermal electrons in an oscillating loop the modulation of electron plasma frequency and gyrofrequencies, caused by the corresponding perturbation of the plasma density and magnetic field in an MHD wave, can generate a modulation of incoherent nonthermal emission, e.g., through the GS mechanism [Kopylova et al., 2002]. The kink and Alfvén modes by perturbing the direction of the local magnetic field will thus change the angle between the line of sight and the local magnetic field, also causing a modulation of the microwave emission intensity [Tapping, 1983]. Observations show that the cross-section of loops may increase with height. Thus, the loop is a magnetic trap for accelerated electrons. Sausage modes perturb the loop cross-section inhomogeneously along the axis of the loop and hence modulate parameters of the magnetic trap (magnetic mirror ratio), and thus the flow of electrons precipitating into the chromosphere. This effect causes a periodic modulation of the nonthermal emission, generated by accelerated electrons, for example, in the microwave and XHR emission (Zaitsev—Stepanov mechanism [Zaitsev, Stepanov, 1982]). The periodicities typical for the sausage modes can therefore be observed in the emission in these bands. A similar mechanism has been adapted for interpreting QPPs with a period of ~13 s in the optical emission of red dwarf EV Lac in [Stepanov et al., 2005]. The authors have concluded that the emission sources are located near the loop footpoints and their optical emission is modulated by periodically precipitating electrons.

5.2. Equivalent RLC circuit

The finite electrical conductivity of a partially ionized plasma in the chromosphere and photosphere shorts the electric currents directed along the magnetic field of active regions in the corona. Thus, the coronal loop may be considered as a contour with electric current with effective inductance, capacitance, and resistance, determined by geometric and magnetic parameters of the loop (Figure 6, mechanism 5). This physical system can serve as an equivalent resonant circuit [Zaitsev, Stepanov, 2008]. The period of natural oscillations of the alternating electric current in such a system is $P_{LCR} = \frac{2\pi}{c} \left( LC \right)^{1/2}$, where $L$ is the equivalent inductance, and $C$ is the equivalent capacitance. The alternating current can cause periodic acceleration of charged particles and affect their kinematic parameters, resulting in the occurrence of QPPs in the nonthermal emission.

5.3. Periodically induced magnetic reconstructions

It is generally accepted that the flare energy release occurs due to magnetic reconnection, although questions remain open about accumulation of magnetic energy and its rapid transformation into other kinds of energy (the problem of fast reconnection). In the simplest Sweet — Parker and Petschek models [Somov, 2010], the magnetic reconnection process is considered to have no intrinsic time scale. Direct numerical experiments show that the energy release is essentially nonstationary, and the characteristic statistical energy distribution is described by the power law [Barta et al., 2011]. The periodic variation in boundary conditions such as the velocity of flows transferring the magnetic field to the...
reconnection region may lead to periodic modulation of the reconnection rate, and thus of energy release.

The periodic modulation of the boundary conditions can be induced by MHD oscillations in the plasma structures located at a distance from the reconnection site. For example, the kink oscillation of a coronal loop near the flare current sheet or X-point (Figure 6, mechanism 6) will result in a periodic modulation of the magnetic field and plasma flow velocity [Nakariakov et al., 2006]. Moreover, it has been established that the interaction of FMA waves, radiated, for example, by an oscillating loop (leaky mode), with the X-point is accompanied by focusing of waves in its vicinity [McLaughlin et al., 2011], thereby leading to a dramatic quasi-periodic increase in the electric current density. The amplitude of the current density variations can exceed the amplitude of the MHD oscillation that induces the variations by orders of magnitude. High values of the electric current density may cause plasma instabilities and thus the development of turbulence in plasma, leading to a sharp, by several orders of magnitude, increase in the electrical resistivity of plasma. Being localized in the vicinity of the X-point, this periodically occurring anomalously high electrical resistivity acts as a trigger of the periodic energy release resulting from reconnection. In this case, the QPP period is determined by the remote kink oscillation period. A similar mechanism may also involve SMA oscillations [Chen, Priest, 2006].

This scenario can readily explain the observed progression of the emission source position in flare ribbons along the neutral line. The initial energy release event localized above the plasma arcade leads to the generation of SMA pulses propagating at a certain small angle to the magnetic field, reflected from the chromosphere, coming back to the top of the arcade, and causing there the next energy release (Figure 6, mechanism 7). The time separating the individual pulses, in other words the QPP period, is defined by the propagation time of SMA waves from the loop top to footpoints and back [Nakariakov, Zimovets, 2011]. A detailed study of this effect has not been carried out yet.

5.4. Flapping oscillations

The quasi-periodic energy release propagating along the neutral line can also be explained by natural oscillations of the macroscopic current sheet located above the flare arcade (see Figure 2). This phenomenon, called flapping oscillations, is associated with the current sheet destabilization leading to increasing quasi-periodic movements perpendicular to the plane of the sheet (Figure 6, mechanism 8). Flapping oscillations are purely magnetohydrodynamic. The characteristic flapping oscillation period can be estimated through magnetic field gradients in the vicinity of the current sheet as

\[ P_{\text{osc}} \approx \frac{2\pi \sqrt{\mu}}{\sqrt{(\sqrt{B_z} / \sqrt{\gamma}) (\sqrt{B_z} / \sqrt{\gamma})}}. \]

In this case, the Z-axis may be regarded as a vertical coordinate; and the X-axis, as a horizontal coordinate across the current sheet. The current sheet with the magnetic field component perpendicular to the plane of the sheet is sometimes referred to as magnetic reversal. In general, the oscillation period also depends on the current sheet thickness and perturbation wavelength along the sheet [Erkaev et al., 2007]. Flapping oscillations of the sausage symmetry modulate the current sheet thickness, which may lead to a quasi-periodic modulation of the rate of the magnetic reconnection and its related processes such as acceleration of charged particles [Artemyev, Zimovets, 2012]. Flapping oscillations have been actively studied in the context of interpretation of wave processes observed in the geomagnetic tail.

5.5. MHD self-oscillations

It is known that in nonconservative nonlinear dynamic systems there may appear self-oscillatory regimes corresponding to the occurrence of a limit cycle in the phase portrait. A self-oscillatory process can be illustrated by the conversion of the direct current energy or constant flow of fluid or plasma into the alternating current or mechanical oscillations. The frequency of self-oscillations is determined by properties of the system and is generally independent of properties of the external excitation. In the world around us, the self-oscillatory processes play a huge role. For example, self-oscillators (generators of self-oscillations) are the human heart, various generators of radio waves, lasers, musical instruments, electronic and mechanical watches [Jenkins, 2013].

The standard solar flare model includes all necessary components of the self-oscillator. An external source of energy is plasma flows carrying the magnetic field to the reconnection region. The role of the nonlinear element is played by the current sheet; and the role of the MHD resonator, cusp loop structures under the current sheet. Thus, the energy release rate may be periodically modulated by internal spontaneous self-oscillatory processes (Figure 6, mechanism 9). The theory of this phenomenon is absent, although direct numerical experiments show the possibility of its existence. For example, Murray et al. [2009] have found a quasi-periodically pulsating magnetic reconnection due to the interaction of a vertical magnetic field with a smoothly emerging bipolar magnetic region. Typical periods of the self-oscillations were several tens of minutes. The dependence of the self-oscillation period on parameters of the system was not studied. Numerical experiments carried out in [Thurgood et al., 2019] have shown a periodic variation in the magnetic field geometry in the vicinity of the X-point.

Nakariakov et al. [2010b] have proposed an interpretation of the pulsating reconnection based on the analogy with the formation and detachment of droplets in hydrodynamics. Let us consider the well-known dripping faucet. The water flow to the faucet spout can be regarded as constant. The detachment of droplets can be strictly periodic. This periodicity has nothing to do with any of the oscillatory processes. The droplet detachment period depends on the water inflow rate, its surface tension and gravity. The role of the water inflow in the pulsating magnetic reconnection is played by MHD...
flows carrying the magnetic field to the reconnection region; the electric resistivity of plasma plays the role of surface tension; and the Lorentz force, the role of gravity. Thus, we can expect the occurrence of spontaneous oscillations of the energy release rate, e.g., during the quasi-periodic formation of plasmoids and in the quasi-periodic acceleration of charged particles. This mechanism can explain the periodic formation of plasmoids in the current sheet, which is observed in the numerical experiment [Khem et al., 2000]. It has been empirically found that the typical period of the formation of plasmoids is defined by the ratio of the plasmoid diameter to the Alfvén speed in it [Jelinek et al., 2017].

5.6. Thermal overstability

Long-period (several tens of minutes) QPPs of thermal emission may be caused by the modulation of thermodynamic plasma parameters by thermal overstability. Physics of this phenomenon can be illustrated as follows. Radiative losses of energy lead to a continuous cooling of hot plasma in the solar corona. In the optically thin regime, these losses are determined by the plasma density squared and highly nonmonotonic temperature function. For example, 1 g of plasma in the coronal active region with a temperature of 10 MK loses more than $10^{11}$ erg/s, which is more than 100 kW. The existence of the hot corona requires continuous compensation of these radiative losses. This defines one of the fundamental problems of modern solar physics, namely, the problem of coronal heating. Specific mechanisms of coronal heating are the subject of intensive research. Obviously, the dependences of the unknown heating and radiative cooling functions on the physical parameters of the coronal plasma, perturbed by MHD oscillations, should be different. Thus, the violation of the thermal equilibrium defined by the balance of radiative losses, heating, and perhaps thermal conductivity, by MHD waves or another external perturbation leads to a thermal imbalance. Depending on the derivatives of a combined heat/loss functions with respect to the plasma MHD parameters (density, temperature, possibly, magnetic field), this imbalance can lead both to restoration of thermal equilibrium and to various instabilities [Field, 1965]. In particular, there may be a regime of periodic oscillations with growing amplitude, i.e. overstability (Figure 6, mechanism 10). Modulation of plasma parameters and possibly of the magnetic field by this overstability can produce QPPs (see, e.g., observations in [Tan et al., 2016]).

5.7. Periodic regime of coalescence of two twisted loops

The oscillating regime of coalescence of two twisted current-carrying flux tubes can also lead to quasi-periodic bursts of emission intensity in solar flares [Tajima et al., 1987] and is often regarded as one of the possible mechanisms of excitation of the observed QPPs (Figure 6, mechanism 11). According to this mechanism, the current sheet is formed in the region of interaction between two colliding magnetic loops with the magnetic field twisted in the same direction. At the initial stage, such loops with unidirectional currents may move toward each other due to the relative movement of their footpoints in the photosphere. As the distance between them decreases, the Ampere force of current interaction increases, thereby causing a rapid decrease in the current sheet thickness and possibly its reconnection, i.e. the so-called coalescence instability of two twisted magnetic loops (magnetic flux ropes, plasmoids). The nonlinear evolution of the "explosive" phase of this instability (when colliding plasmoids are located sufficiently close to each other so that their dynamics is completely determined by the balance between the magnetic Ampere force and the thermal pressure gradient) was modeled analytically and numerically using MHD and kinetic codes. The results show that there are at least two scenarios of the formation of plasma parameter oscillations in this instability. Firstly, the process of coalescence of two plasmoids can be quasi-periodic. Secondly, fast (short-period) transverse oscillations of the current sheet may occur in each elementary act of coalescence. In the former case, a constant inflow of magnetic field energy to the reconnection region is required. In this case, the characteristic time scale of the process will be determined by the intensity of the magnetic influx and plasma parameters in the current sheet (see the discussion of the similarity of such pulsating reconnection with quasi-periodic detachment of water droplets from a horizontal surface in Subsection 5.5). Tajima et al. [1987] have numerically shown that for typical values of coronal plasma parameters the characteristic periods of this process are ~200 s. In the latter case, the current sheet formed in each new collision of coalescing plasmoids can also experience oscillations of radial (sausage) symmetry with much shorter periods with the Ampere magnetic force and thermal pressure gradient as driving and restoring forces respectively. In the approximation of quasi-neutral MHD, it has been demonstrated that oscillations of this current sheet are described by the second-order ordinary nonlinear differential equation, which in the linear regime reduces to a usual harmonic oscillator with a period $P \propto \beta^{3/2} \tau_\alpha$, where $\beta$ is the plasma parameter defining the relationship between thermal and magnetic plasma pressures; and $\tau_\alpha$ is the Alfvén transit time across the current sheet of width $L$, determined on the boundary $\beta=1$. With a typical value of plasma parameters in a flare and $L=1$ Mm, the period of such linear oscillations is equal to fractions of a second. If we, however, take into account the non-linear relationship of the oscillation period with amplitude, the oscillation period may be as long as 1 s in the nonlinear regime of the current sheet evolution for the relative amplitude oscillation of ~100 %. Kolotkov et al. [2016b] have analytically shown that when the current sheet thickness before reconnection decreases to the scales comparable to the Debye length, the high-frequency oscillations considered cause an effective local electric charge separation. The charge separation, in turn, leads to the formation of an additional driving force of electrostatic nature. In this case, in the approximation of two-fluid MHD the linear oscillation period...
is defined as \( P = \sqrt{\frac{2 \beta}{\gamma + 4 \beta}} \), where \( \omega_0 \) is the characteristic frequency of ion oscillations of the current sheet plasma. For typical conditions in the solar corona, this period is a few microseconds. It is interesting that the electrostatic field induced in this case oscillates with the same period and in the nonlinear regime has a characteristic form of symmetrical triangular peaks.

### 5.8. Magnetic fork model

Another example of the formation of flare plasma oscillations can be the magnetic fork model [Takasao, Shibata, 2016], according to which the supersonic non-periodic magnetic flux flowing from the reconnection region interacts with the upper part of hot and dense post-flare loops (Figure 6, mechanism 12). The collision of a rapid magnetic flux with a dense plasma results in the formation of shock waves in a relatively small region above tops of the post-flare loops and the subsequent formation of specific magnetic V-shaped structures there, which serve as effective resonators for plasma perturbations. The numerical 2D MHD simulation has shown that arms of such plasma structures can experience transverse oscillations of the radial symmetry with a period \( P \) proportional to the value of the local magnetic field as \( P \propto B^{-2.1} \). The estimated period for typical conditions in the solar corona is \( \sim 40 \) s and longer, which is consistent with the observed periods of QPPs in flares. It has been empirically found that the oscillations also depend on the structure of the shock waves generated and completely vanish in the absence of the magnetic influx. Importantly, the shock waves required to form the corresponding magnetic V-shaped configuration and its subsequent oscillations may occur in the regime of steady, non-pulsating magnetic reconnection. In turn, the quasi-periodic movements of the structure arms disturb the surrounding plasma, leading to the generation of traveling FMA waves. In its principle of operation, the model described resembles a tuning fork resonator, after which it gets its name.

### CONCLUSION

The quasi-periodic pulsations of flare emission discovered fifty years ago continue to attract close attention of researchers. Increased sensitivity and resolution capabilities of instruments, improvement of observational data analysis methods, and rapid development of theoretical modeling of physical processes occurring in flares have led to significant advances both in the understanding of causes of QPPs and in methods of their detection and analysis. It has been found that in both nonthermal and thermal emissions QPPs are quite widespread and, moreover, perhaps an intrinsic component of the flare process independent of the observational wave band, specifics of an instrument, and data processing method. Furthermore, it has been established that QPPs observed in stellar superflares and in much weaker solar flares are similar. Thus, QPPs are a necessary element of a flare in general, and a physical model of flare cannot be complete without description of QPPs. It is understood that individual QPPs may be caused by the physical processes that fall into one of three groups (see Section 5): direct emission modulation by MHD oscillations of all known types; periodic modulation of efficiency of energy release processes such as magnetic reconnection (and acceleration of charged particles associated with it), by MHD oscillations; and the quasi-periodic regimes of the very reconnections themselves, not directly related to the MHD oscillations. Understanding of specific mechanisms responsible for the occurrence of QPPs along with their observed parameters allows us to diagnose flaring plasmas and can considerably improve the prediction of flares.

Further progress in QPP research requires the following steps. First, by analogy with geomagnetic pulsations, it is necessary to make a clear classification of the observed QPPs. The classification should be based primarily on the use of the characteristic time scale and the characteristic time history of the observed signal along with information on the spatial structure of its source. In particular, sinusoidal and symmetric triangular QPPs should obviously correspond to different mechanisms, as well as QPPs with characteristic periods of a few tens of minutes and several seconds. This classification will enable us to search for different statistical regularities within a particular QPP class. We must continue to search for the correlation between QPP parameters and observed parameters of flare active regions. It seems extremely interesting to study the evolution of QPP parameters with the development of flare and the correlation of this evolution with changes in the parameters of both the flare region and the flare itself. This allows us to make use of the definite advantage of observations of solar flares — the opportunity to obtain information about the spatial structure of a QPP source and its evolution. This approach can provide us with unique information for identifying the mechanism responsible for specific QPPs. It seems very promising to detect and analyze QPPs of different classes in one flare, which may enable us to significantly reduce the number of free parameters of flare regions estimated from QPPs.

In the theoretical modeling, we should focus on determining specific characteristics of particular mechanisms generating QPPs, and on their manifestations in observations in different wave bands. Especially valuable are simultaneous observations in different wave bands. It seems interesting to develop self-oscillating scenarios of flare evolution. For example, if we assume that in the most powerful two-ribbon flares the speed of energy release propagation along the neutral line is determined by the group velocity of SMA waves, we can estimate the duration of the flare, and hence its maximum power, which is extremely important for space weather forecasting. The often observed deep modulation of a flare signal by QPPs indicates the need to consider the effects of finite amplitude and the development of the theory of nonlinear QPPs and allows us to use the QPP amplitude as an additional observed parameter.
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